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Abstract – In this paper, a distributed image coding scheme for multi-view video through an efficient generation of side information is proposed. A distributed video coding technique corrects the errors in the side information, which is generated with the original image, by using the channel coding technique at the decoder. Therefore, the more correct the generated side information is, the better the performance of distributed video coding. The proposed technique is to apply the distributed video coding schemes to the image coding for multi-view video. It generates side information by selectively and efficiently using both 3-dimensional warping based on the depth map with spatially adjacent frames and motion-compensated temporal interpolation with temporally adjacent frames. In this scheme the difference between the adjacent frames, the sizes of the motion vectors for the adjacent blocks, and the edge information are used as the selection criteria. From the experiments, it was observed that the quality of the side information generated by the proposed technique was improved by the average peak signal-to-noise ratio of 0.97dB than the one by motion-compensated temporal interpolation or 3-dimensional warping. The result from analyzing the rate-distortion curves revealed that the proposed scheme could reduce the bit-rate by 8.01% on average at the same peak signal-to-noise ratio value, compared to previous work.
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1. Introduction

In the last few decades, broadcasting technologies have grown from black and white TV to HDTV. Especially in recent years, almost all countries in the world have been replacing traditional analog broadcasting with digital. Despite such progress, TV viewers have been demanding more realistic broadcasting and accordingly research institutes (R&D centers) and companies in the world have been developing 3-dimensional television (3DTV) and ultra high definition television (UHDTV) as the solution to broadcast more realistic image content. Under ISO/IEC, the Moving Picture Experts Group (MPEG) has worked on standardization for a 3D image coding scheme by the name of 3DAV from 2001 [1]. In particular, this group standardized the multi-view video coding (MVC) in July 2008 [2]. As the MVC refers to both spatially and temporally adjacent images, it has a drawback that the encoding is very complex. A distributed video coding (DVC) encodes a video by dividing its frames into two kinds: key frames and Wyner-Ziv frames. The key frames are encoded with an intra coding technique, while for the Wyner-Ziv frames only the parity bits are transmitted. Therefore, a DVC scheme can reduce the encoding complexity quite a lot. Meanwhile, the decoder generates side information similar to the Wyner-Ziv frames from the received key frames. The error between the original Wyner-Ziv image and the generated side information is corrected by a channel coding technique with the transmitted parity bits. The research on DVC has been mainly in progress by Girod at Stanford University [3-5], Ramchandran at Berkeley University [6], and a collaborative research group of DISCOVER in Europe [7]. The distributed multi-view video coding (DMVC) [8-10] generates side information by a Motion-compensated Temporal Interpolation (MCTI) technique with temporally-adjacent images or from spatial prediction with spatially-adjacent view images at the same instant. Also, a technique that mixes the above two schemes has been proposed in which the differences in pixel values and the magnitudes of motion vectors are used to obtain more accurate side information [8].

However, the method in [8] failed to show better performance than when only MCTI was used. The one in
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[9] employed a Homography-compensated Inter-view Interpolation (HCII) technique that uses the homography of images to generate side information from the adjacent view images. But because of the inaccuracy in the corresponding view points in the process of homography estimation and the limitation of interpolation performance in warping, it showed better image quality of only about 0.2–0.5dB in peak signal-to-noise ratio (PSNR) than MCTI. Also [10] used the reference image(s) in various ways such as left, right, and average values in using HCII, but it could not overcome the inherent limitation of HCII.

To solve those problems, we proposed a DMVC scheme in this paper. It selectively uses both 3D warping [11] and MCTI according to the characteristics of the target and adjacent images. In selecting the techniques, it considers the intensity difference between the previous and the next time-adjacent frames, the magnitudes of the motion vectors of the current block and adjacent blocks, edge information resulting from the depth map, and the intensity of the residual signals obtained by motion compensation. Here, we assumed that the depth map (or image) is given for the two multi-view videos titled Breakdancers and Ballet provided by MPEG [12], which we take as our test multi-view videos. A depth map is an image or image channel that contains information relating to the distance of the surfaces of scene objects from a viewpoint [13]. Also many depth cameras are available in public these days [14] that provide depth information. With that information, the proposed method finds the characteristics of the block to be reconstructed and selects an appropriate reconstruction technique to generate more accurate side information.

First, the existing methods of multi-view video coding are shortly introduced in the next section. Then, the proposed method to solve the problems that the existing methods have is explained in Section 3. The performance of the proposed method is experimentally proved in Section 4 and this paper is concluded in Section 5 on the basis of the experimental results.

Fig. 1 shows the current reference structure for MVC.

Fig. 1. Prediction structure for multi-view video coding

This scheme uses a prediction structure with hierarchical B pictures for each view. Additionally, inter-view prediction is applied to every second view: S1, S3 and S5. When the total number of views is even, the prediction structure of the last view (S7) is similar to those of even views. While B pictures in the even views do not use any inter-view references, B pictures in the last view use one inter-view reference. To allow random access, we start each GOP (S0/T0, S0/T8) with the I-frame. Fig. 1 also depicts that if the total length of the sequence does not fit an integer multiple of the GOP length, a shortened tail GOP can be realized at the end of the sequence. In this figure, the GOP-length is 8 [15].

2. Existing Multi-view Video Coding Methods

2.1 Multi-view video coding

Fig. 1 shows a basic prediction frame structure for multi-view video coding, MVC, which has been standardized by MPEG. Its coding structure has a mixture of two schemes to maximize coding efficiency: a hierarchical B picture structure for frame sequence in the time axis and a view prediction structure for frames in the view point axis. Accordingly it has very high coding complexity compared to other techniques. Thus, to reduce the complexity, some have tried to discard the motion estimation step by using the characteristic that the motions in the adjacent view images are very similar to the current image [16]. But it could not reduce the complexity that much.

2.2 Distributed video coding

As mentioned before, a distributed video coding technique is used to transfer some of the encoding complexity to a decoder. An existing conventional video coding technique removed the correlation between the image X to be coded and the side information Y as much as possible in the encoder, as shown in Fig. 2(a). Here, the side information
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**Fig. 2.** Approaches to generated side information: (a) conventional video coding; (b) distributed video coding
means the predicted images obtained by an intra-prediction or inter-prediction, which is accessible at both the encoding and decoding sides. Meanwhile in a distributed video coding, the correlation is removed by the decoder. In this case, differently from the case of (a), the side information generated by the decoder is only accessible in the decoder. Note that the performance of a distributed video coding technique could be the same as that of the conventional coding technique, which is based on the two theories from [17] and [18].

In [18], Slepian-Wolf showed that removing the correlation at the decoder side can have the same performance as removing the encoder. Fig. 3 shows the possible bit-rate regions for Slepian-Wolf compression coding. In the figure, $R_X$ and $R_Y$ are the bit-rate of $X$ and $Y$, respectively, and $H(X)$ and $H(Y)$ are the quantitative entropies of $X$ and $Y$, respectively. If $X$ and $Y$ are statistically independent, the achievable bit-rates have the relationship of (1) and they correspond to Region A.

$$R_X \geq H(X)$$
$$R_Y \geq H(Y)$$

(1)

But if the two pieces of data are statistically correlated rather than independent, the relationship of the bit-rates is changed as in (2). In this case, the bit-rate region is extended to region B.

$$R_X \geq H(X | Y)$$
$$R_Y \geq H(Y | X)$$
$$R_X \geq H(X, Y)$$

(2)

That is, as the correlation between $X$ and $Y$ increases, the amount of the occurring bits decreases, which means the compression ratio increases.

Wyner-Ziv extended the Slepian-Wolf’s coding theory to the lossy compression cases by adding a quantization step [18]. It is general that the relationship between the rate-distortion (R-D) function of the conventional coding $R_X(d)$ and that of the distributed coding $R^*(d)$ is $R_X(d) < R^*(d)$. $R_X(d)$ and $R^*(d)$ represents the rate-distortion functions of the conventional video coding and the distributed video coding, respectively. $d$ is defined as bit rate. But it was proved that if the data has some special characteristics such that they have Gaussian distributions the relationship could be $R_X(d) = R^*(d)$.

Fig. 4 shows a usual structure of distributed coding by the Wyner-Ziv method. First, the original image frames are divided into two kinds: key frames and Wyner-Ziv frames. At this time a group of pictures (GOP) consists of several key frames and more than one Wyner-Ziv frame [3]. A key frame is coded by one of the existing intra coding techniques such as JPEG or H.264/AVC. But a Wyner-Ziv image is coded with a channel coding technique such as turbo code [19] or Low Density Parity Check (LDPC) code [20] after quantization. Here, only the parity bits are stored.

**Fig. 3.** Achievable bit-rate regions for Slepian-Wolf distributed compression

**Fig. 4.** Structure of distributed video coding
in the buffer for the Wyner-Ziv image. Before quantization a transformation step to transform to a frequency domain can be accomplished. In general, inserting a transformation step removes spatial redundancy quite a lot and the coding efficiency increases in turn.

Meanwhile, the decoder generates the side information similar to the Wyner-Ziv image, which is the target image to reconstruct. At this time the decoder tries to correct the error between the side information and the Wyner-Ziv image using a strong channel coding technique with the parity bits by regarding the error as a virtual channel noise. The decoder continuously requests additional parity information to the encoder until the reconstruction is succeeded. Accordingly the performance of a distributed coding technique totally depends on correctness of the side information and the performance of the channel coding technique.

2.3 Distributed multi-view video coding

In the environments of the multi-view video it is possible to generate the side information more correctly because the spatially adjacent images (the images at the different viewpoints at the same time) as well as the temporally adjacent images (the images at the different time at the same view point) can be used. The general techniques to generate side information in a Distributed Multi-view Video Coding (DMVC) are as follows.

The first one is an MCTI technique that uses the motion vectors between temporally-adjacent images. That is, it generates side information of the \( k \)th frame with the previous \( (k-1) \)th and the next \( (k+1) \)th images, as shown in Fig. 5(a). For this, the motion vector between the \( (k-1) \)th and \( (k+1) \)th frame is obtained by motion estimation. Then the side information is interpolated from the adjacent frames with half of the motion vector. But because there might be some empty or overlapped regions between the interpolated blocks, the motion vector in the point A is shifted to the point B. After that the final motion vector is found by motion estimations from the \( (k-1) \)th and \( (k+1) \)th frames as shown in Fig. 5(b). Finally, each pixel value in the side information is interpolated with the average value of the corresponding pixels in the \( (k-1) \)th and \( (k+1) \)th frames.

Another method to generate side information is Homography Compensated Inter-view Interpolation (HCII) that uses spatially adjacent images (adjacent view images) with the same time stamp. It extracts the corresponding disparities from the view-adjacent images to generate the side information as shown in Fig. 6.

Finally, there is a side information generation method that mixes the above two methods, MCTI and HCII. Because the motion vector for a region having a large motion is possibly incorrect, the corresponding interpolated block by MCTI might show a large error. Therefore a region whose motion vector is larger than a pre-defined value is interpolated by HCII rather than MCTI.

In a conventional multi-view video coding technique, the temporally adjacent images are more likely to be selected as reference images than the spatially adjacent images because the temporal correlation is higher than the spatial correlation. In a DMVC technique, however, the distance between the key frames that are used to predict the motions might be so large that the temporal correlation could be too small to be used. To get more accurate side information, a mixed or fused method to compensate these problems is highly required.

3. The proposed Distributed Multi-view Coding Method

The DMVC method to be proposed in this paper uses both the 3D warping and MCTI appropriately according to the characteristics of the target and the adjacent image blocks. It assumes that the necessary depth map and the camera parameters are transmitted and available at the
decoder side. Camera matrix is used to denote a projective mapping from world coordinates to pixel coordinates in 3D warping. Generally two kinds of matrices are required in 3D warping, which are the intrinsic and extrinsic matrices. The intrinsic matrix contains 5 intrinsic parameters for focal length, and image format. The extrinsic parameters define the position of the camera center and the camera's heading in world coordinates [21]. Of course transmitting depth information increases the bit-rate. But it is more effective than extracting depth information by a stereo matching technique at the decoder side. Thus, MPEG is processing standardization for encoding a depth map also. So we also assume that the necessary depth information is provided, not generated at either the encoder or decoder, because it is quite common to provide depth information and is not hard to obtain depth information with a publically available depth camera.

Fig. 7 shows a brief block diagram of the DMVC method to be proposed in this paper. As can see in the figure, it uses correlations for both time-adjacent images (MCTI) and space-adjacent images (3D warping) to generate side information on the basis of the usual DMVC structure.

The frame structure to apply the proposed method is shown in Fig. 8, which consists of two kinds of frames: a key frame (I) that is intra-coded and a Wyner-Ziv frame (WZ) that is channel-coded. The key frames and the Wyner-Ziv frames are alternatively placed in both the time axis and the viewpoint axis. Thus, a Wyner-Ziv frame can be reconstructed with the four adjacent key frames. In this paper, we propose a method to mix or selectively use the MCTI technique and the 3D warping technique. Also in Fig. 9, the proposed selection procedure of the two

Fig. 7. Block diagram of the proposed distributed multi-view video coding method

Fig. 8. Frame structure to apply the proposed method

Fig. 9. The technique selection scheme to generate side information
techniques to generate the side information (Wyner-Ziv frame) is shown. Each condition of the following process is explained in the following section.

### 3.1 Generating side information by 3D warping

The procedure to generate side information by 3D warping with the space-adjacent frames is shown in Fig. 10. First, a Sobel mask is applied to the depth map of the right image (refer to Fig. 11(a)) to extract the edge information (Fig. 11(b)). In general the edge information extracted with this method does not exactly correspond to the actual edge information of the image. Thus, it is highly possible that the side information by 3D warping has errors in the edge regions. To avoid this error, we remove the regions of the original image corresponding to the edge regions.

The next step is to convert the 2D-coordinate of the 2D image into the corresponding 3D-coordinate with the depth map and the camera parameters. (3) shows the relationship between the 2D-coordinate and the corresponding 3D-coordinate, which is obtained by the geometric structure of a pin-hole camera.

\[
\begin{bmatrix}
x \\
y \\
z 
\end{bmatrix} = K[R | T] 
\begin{bmatrix}
x' \\
y' \\
z' 
\end{bmatrix}
\]

(3)

Here, \((x, y)\) is the 2D-coordinate in the image, while \((X, Y, Z)\) is the 3D-coordinate in the real world. \(K\) is the intrinsic parameters of the camera consisting of a \(3x3\) matrix. \(R\) is the rotation parameters and is expressed by a \(3x3\) matrix, while \(T\) is the translation parameters with a \(3x1\) matrix. \([R|T]\) stand for the concatenation matrix of \(R\) and \(T\). Depth map stores depth information as 8-bit gray values with the gray level 0 specifying the furthest value and the gray level 255 defining the nearest value [22, 23]. The real depth value \(Z(i, j)\) which corresponds to the pixel \((x, y)\) is transformed into the 8-bit gray value \(P(i, j)\) as (4).

\[
P(i, j) = \left\lfloor \frac{255 - 255 \times (Z(i, j) - \text{MinZ})}{\text{MaxZ} - \text{MinZ}} + 0.5 \right\rfloor
\]

(4)

Where, \(P(i, j)\) is the depth value at \((i, j)\) in the depth map and \(\text{MinZ}\) and \(\text{MaxZ}\) are the minimum and maximum depth values, respectively. The symbol \(\lfloor \alpha \rfloor\) means the largest integer smaller than or equal to \(\alpha\). The real depth value \(Z(i, j)\) which corresponds to the pixel \((x, y)\) is expressed as (5) from (4).

\[
Z(i, j) = 1 \times \left( \frac{P(i, j)}{255} \times \left( \frac{1}{\text{MinZ}} - \frac{1}{\text{MaxZ}} \right) + \frac{1}{\text{MaxZ}} \right)
\]

(5)

The converted 3D coordinate is again projected into the 2D plane of the target Wyner-Ziv image by using (3) as Fig. 11(c). The camera parameters at this time are the ones belonging to the Wyner-Ziv image. But as can be seen in Fig. 11(e), the projected image has some holes and occluded regions. The holes occur during the coordinate conversion process and the occluded regions are the ones occluded before the view point change and appearing after. The holes can be filled by interpolating the adjacent images and the occluded regions can be filled with the data in the left image. Finally, the resulting image from filling the holes and the occluded regions is filtered with a median filter to get the final side information, as in Fig. 11(d).

### 3.2 Generating of side information with low error

Because the previous multi-view video coding techniques could access both the time-adjacent frames and the space-
adjacent frames to use as reference images, they calculate the rate-distortion (R-D) value for each prediction mode for each reference image and select the one with the minimum value. However, it is impossible for a Wyner-Ziv frame in coding by DMVC because only the parity bits are sent without the image information. Therefore, our method generates side information with the difference between the previous and next frames to the current frame, the edge information of the depth map, and the intensity of the residual signal generated with the motion vector and the compensated block.

In general, side information by 3D warping has a high possibility of errors in the boundary regions as Fig. 12(a) and the one by MCTI in the regions with large motions as Fig. 12(b). Thus, it can result in more accurate side information to use MCTI in the boundary regions and 3D warping in the regions having large motions. In using MCTI in the boundary regions also, the characteristic of inaccuracy for the large motion is still applied. Thus, if the motion vectors of the neighboring macro-blocks are greater than a pre-defined threshold value (Th2, refer to Fig. 9) or the signal intensity of the residual block by motion compensation is greater than another pre-defined threshold value (Th3, refer to Fig. 9), it uses 3D warping.

However, the motion estimation itself is not always correct in that a motionless region such as a boundary region may have error resulting from MCTI, as can be seen in Fig. 13(a). Thus, the proposed method first compares the difference between the two time-adjacent blocks to the current frame with a pre-defined threshold Th1 (refer to Fig. 9). If the difference is less than Th1 the block is regarded as the boundary region without motion and the side information corresponding to the block is generated with the average value of the two blocks. An example is shown in Fig. 13, where the errors in by MCTI in (a) is corrected by the above process in (b).

When motion vector should be used the motion vectors of the neighboring macro-blocks are considered together. For example, Fig. 14(a) shows a case when the center block has a small motion even though the neighboring blocks have large ones. In this case it is highly possible that the estimated motion for the center block is not correct. It can result in inaccurate side information if the neighboring blocks are not considered, as shown in Fig. 14(c). To reduce the amount of these kinds of errors, 3D warping rather than MCTI is used in such a case or vice versa, as shown in Fig. 14(b) (refer to Fig. 9). Fig. 14(d) shows the improved result after applying this scheme.

4. Experiments and Results

We have performed some experiments to figure out the performance of the proposed method. The multi-view video sequences used in the experiments were the “Breakdancers” and “Ballet” videos provided by Microsoft Research, “Poznan Street” video provided by Poznan University of Technology, and “Dancer” video provided by Nokia Inc. The sequences have 8/3 view-points and depth
maps. Each sequence consists of 100 frames for each viewpoint. The resolution and the frame rate of the former two sequences were XVGA (1024x768) and 15fps respectively, but the resolution and the frame rate of the latter two sequence were full HD (1,920x1,080) and 25fps respectively.

In the experiments, the transform unit for DCT was 8×8 and, for the quantization factors, the results from multiplying the scaling factors (Q = 0.5, 1, 2, 4) of the quantization table in JPEG [24] were used. As the channel code Low-Density Parity-Check Accumulate (LDPCA) code was used, which was proposed by Varodayan et al. [25]. LDPCA has the advantage of having an adaptive bit-rate, while Low-Density Parity Check (LDPC) code has a fixed bit-rate. After testing the coding efficiency of various videos with various thresholds for finding the best result, we empirically choose the threshold values Th1, Th2, and Th3 which have the best coding performance. All experiments were executed by the same threshold values which are not changed according to images.

Fig. 15 shows examples of the generated side information for Break-dancers ((a), (b), (c)) and Ballet ((d), (e), (f)) by MCTI ((a), (d)), by 3D warping ((b), (e)) and by the proposed method ((c), (f)). Also Fig. 16 shows the different (residual) images resulting from subtracting the generated image in Fig. 15 from the originals are shown with the same order. It is obvious that the regions with large motions in Fig. 15(a) or (d) show large errors, while in Fig. 15(b) and (e) large errors appear in the boundary regions. As can see in Fig. 15(c) and (f) or Fig. 16(c) and (f), the proposed method greatly reduces those errors. The experimental results are summarized in Table 1, where the PSNR values are the averages for all the frames (30 frames
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**Fig. 15.** Generated side information examples for Breakdancers by: (a) MCTI, (b) 3D warping, (c) proposed method, and for Ballet by: (d) MCTI, (e) 3D warping, (f) proposed method

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Q (scaling factor)</th>
<th>PSNR(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Break dancers</td>
<td>Q=0.5</td>
<td>26.82</td>
</tr>
<tr>
<td></td>
<td>Q=1</td>
<td>26.85</td>
</tr>
<tr>
<td></td>
<td>Q=2</td>
<td>26.81</td>
</tr>
<tr>
<td></td>
<td>Q=4</td>
<td>26.68</td>
</tr>
<tr>
<td>Ballet</td>
<td>Q=0.5</td>
<td>33.03</td>
</tr>
<tr>
<td></td>
<td>Q=1</td>
<td>33.00</td>
</tr>
<tr>
<td></td>
<td>Q=2</td>
<td>32.94</td>
</tr>
<tr>
<td></td>
<td>Q=4</td>
<td>32.62</td>
</tr>
<tr>
<td>Average</td>
<td>32.90</td>
<td>28.97</td>
</tr>
<tr>
<td>Poznan Street</td>
<td>Q=0.5</td>
<td>28.76</td>
</tr>
<tr>
<td></td>
<td>Q=1</td>
<td>28.71</td>
</tr>
<tr>
<td></td>
<td>Q=2</td>
<td>28.64</td>
</tr>
<tr>
<td></td>
<td>Q=4</td>
<td>28.57</td>
</tr>
<tr>
<td>Average</td>
<td>28.67</td>
<td>31.53</td>
</tr>
<tr>
<td>Dancer</td>
<td>Q=0.5</td>
<td>28.34</td>
</tr>
<tr>
<td></td>
<td>Q=1</td>
<td>28.32</td>
</tr>
<tr>
<td></td>
<td>Q=2</td>
<td>28.14</td>
</tr>
<tr>
<td></td>
<td>Q=4</td>
<td>28.05</td>
</tr>
<tr>
<td>Average</td>
<td>28.21</td>
<td>32.99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Q (scaling factor)</th>
<th>MCTI</th>
<th>3D warping</th>
<th>HCCI</th>
<th>MCTI + HCCI</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Break dancers</td>
<td>Q=0.5</td>
<td>26.82</td>
<td>32.33</td>
<td>27.37</td>
<td>28.18</td>
<td>33.41</td>
</tr>
<tr>
<td></td>
<td>Q=1</td>
<td>26.85</td>
<td>33.34</td>
<td>27.41</td>
<td>28.25</td>
<td>33.54</td>
</tr>
<tr>
<td></td>
<td>Q=2</td>
<td>26.81</td>
<td>33.06</td>
<td>27.33</td>
<td>28.13</td>
<td>33.13</td>
</tr>
<tr>
<td></td>
<td>Q=4</td>
<td>26.68</td>
<td>32.00</td>
<td>26.81</td>
<td>27.83</td>
<td>32.13</td>
</tr>
<tr>
<td>Ballet</td>
<td>Q=0.5</td>
<td>33.03</td>
<td>29.14</td>
<td>26.54</td>
<td>33.05</td>
<td>34.93</td>
</tr>
<tr>
<td></td>
<td>Q=1</td>
<td>33.00</td>
<td>29.15</td>
<td>26.52</td>
<td>33.01</td>
<td>34.93</td>
</tr>
<tr>
<td></td>
<td>Q=2</td>
<td>32.94</td>
<td>29.02</td>
<td>26.46</td>
<td>32.90</td>
<td>34.74</td>
</tr>
<tr>
<td></td>
<td>Q=4</td>
<td>32.62</td>
<td>28.55</td>
<td>26.02</td>
<td>32.57</td>
<td>34.21</td>
</tr>
<tr>
<td>Average</td>
<td>32.90</td>
<td>28.97</td>
<td>26.39</td>
<td>32.88</td>
<td>34.70(+1.80)</td>
<td></td>
</tr>
<tr>
<td>Poznan Street</td>
<td>Q=0.5</td>
<td>28.76</td>
<td>31.67</td>
<td>26.88</td>
<td>29.23</td>
<td>32.75</td>
</tr>
<tr>
<td></td>
<td>Q=1</td>
<td>28.71</td>
<td>31.66</td>
<td>26.85</td>
<td>29.21</td>
<td>32.73</td>
</tr>
<tr>
<td></td>
<td>Q=2</td>
<td>28.64</td>
<td>31.54</td>
<td>26.57</td>
<td>29.08</td>
<td>32.67</td>
</tr>
<tr>
<td></td>
<td>Q=4</td>
<td>28.57</td>
<td>31.23</td>
<td>26.30</td>
<td>28.85</td>
<td>32.56</td>
</tr>
<tr>
<td>Average</td>
<td>28.67</td>
<td>31.53</td>
<td>26.65</td>
<td>29.09</td>
<td>32.68(+1.15)</td>
<td></td>
</tr>
<tr>
<td>Dancer</td>
<td>Q=0.5</td>
<td>28.34</td>
<td>33.12</td>
<td>27.65</td>
<td>29.67</td>
<td>34.54</td>
</tr>
<tr>
<td></td>
<td>Q=1</td>
<td>28.32</td>
<td>33.12</td>
<td>27.64</td>
<td>29.65</td>
<td>34.53</td>
</tr>
<tr>
<td></td>
<td>Q=2</td>
<td>28.14</td>
<td>32.96</td>
<td>27.40</td>
<td>29.36</td>
<td>34.34</td>
</tr>
<tr>
<td></td>
<td>Q=4</td>
<td>28.05</td>
<td>32.77</td>
<td>27.23</td>
<td>29.18</td>
<td>34.10</td>
</tr>
<tr>
<td>Average</td>
<td>28.21</td>
<td>32.99</td>
<td>27.48</td>
<td>29.47</td>
<td>34.38(+1.39)</td>
<td></td>
</tr>
</tbody>
</table>
**Fig. 16.** The difference images of Fig. 15 images to the original images. For Breakdancers by: (a) MCTI, (b) 3D warping, (c) proposed method, and for Ballet by: (d) MCTI, (e) 3D warping, (f) proposed method

**Fig. 17.** R-D curves for; (a) Breakdancers, (b) Ballet, (c) Poznan Street, (d) Dancer
Jihwan Yoo, Min Soo Ko, Soon Chul Kwon, Young-Ho Seo, Dong-Wook Kim and Jisang Yoo

per sequence) of all the view-points in the two test video sequences. As can be seen in the table, the proposed method that used both 3D warping and MCTI appropriately showed 0.14~1.8dB higher PSNR values than the cases using the single technique of 3D warping or MCTI. Here the PSNR values are quite different according to the kind of test sequences and the applied technique because the two have quite different image characteristics. The results from applying MCTI to the Breakdancers video sequence show relatively low quality because it has relatively large motions. Meanwhile, the Ballet sequence has the characteristics that the distance between the camera and the objects are small so that the occluded regions are relatively large. Thus Ballet shows relatively low quality when 3D warping is used.

Fig. 17 shows the R-D curves for the Breakdancers, Ballet, Poznan Street, and Dancer sequences resulting from applying various techniques to generate side information. If observing the graphs of Fig. 17, HCII generally has low performance, especially it has lower performance in the case of large motion. In case of small motion such as the Ballet sequence, 3D warping-based techniques show better performance, but they have worse performance in case of large motion.

After the average of the bitrates for each PSNR was calculated, the average bitrate of the proposed algorithm was compared with those of the other methods. In the case of the Breakdancers sequence in Fig. 17(a), each PSNR is 41.5dB, 40.1dB, 38.4dB, and 36dB and the ratios of bitrate reduction between the proposed and the others are 7.91% (MCTI), 49% (HCII), 36.71% (3D warping), and 7.08% (MCTI+HCII). In the case of the Ballet sequence in Fig. 17(b), each PSNR is 42.7dB, 41.1dB, 39dB, and 36.3dB and the ratios of bitrate reduction are 7.91% (MCTI), 49% (HCII), 36.71% (3D warping), and 7.08% (MCTI+HCII). In the case of the Poznan Street sequence in Fig. 17(c), each PSNR is 41.3dB, 40.8dB, 38.7dB, and 36.3dB and the ratios of bitrate reduction are 34.25% (MCTI), 9% (HCII), 38.44% (3D warping), and 29.47% (MCTI+HCII). In the case of the Dancer sequence in Fig. 17(d), each PSNR is 42.1dB, 40.5dB, 38.3dB, and 36.2dB and the ratios of bitrate reduction are 33.13% (MCTI), 8.21% (HCII), 36.43% (3D warping), and 28.83% (MCTI+HCII).

Table 2 shows the average bitrates of the depth maps. The depth map was compressed under the same condition as Table 1. Since the resolution of Poznan Street and Dancer is full HD, they have somewhat higher bitrate than other sequences. The total average bitrate which includes the resultant bitrate of depth map is shown in Table 3. Because the resolution of Break Dancers and Ballet is XVGA (1,024x768) but the resolution of Poznan Street and Dancer is full HD (1,920x1,024), the amount of the average bitrate is different each other. When the average bitrates are compared between the proposed algorithm and the others, they are reduced to 27.64%, 24.24%, 27.89%, and 25.02%, respectively.

5. Conclusion

In this paper we proposed a more efficient distributed multi-view video coding method based on depth information. That is, it proposed a method to generate more exact side information to increase the performance of distributed multi-view video coding. In its scheme, 3D warping and MCTI are selectively used with three threshold parameters according to the characteristics of the image. The three threshold parameters are to determine which technique is applied with the difference between the previous and the next time-adjacent frames, the edge information extracted from the depth map, the magnitude of the motion vector, and the residual signal value generated by motion compensation. Also, we have considered the motion vectors for the neighboring macro-blocks to reduce the errors resulting from incorrect motion estimation.
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